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ABSTRACT

With the explosion of information supplied by the growth
of the World Wide Web, it is no longer suitable for a hu-
man observer to understand all the data coming in diverse
languages. With this growth of information and available
computing power, automatic classification and summariza-
tion of textual data gains increasingly high importance. The
idea of text summarization research is to summarize a body
of texts by extracting sentences that have particular prop-
erties. Review of text summarization such as impotentness,
related works, evaluation benchmark etc. In the future, we
will propose solution for the limitations have been identified
in this paper.
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1. INTRODUCTION

With the explosion of the information age, people are sur-
round with never before experienced problems because of
the abundance of information. Among those problems, one
is the lack of an efficient and effective method to find the
required information. Text summarization is to reduce in
complexity, and hence in length, while preserving the essen-
tial qualities of the original content. Titles, keywords, table
of contents and abstracts might all be considered as forms
of summary.
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Figure 1: Process flow of text summarization

Figure 1 shows the process flow of text summarization [1,
6]. The process can be divided into three phrases including
analysis, transformation, and synthesis. The analysis phrase
analyzes the input text and selects a few salient features.
The transformation phrase transforms the results of anal-
ysis into a summary representation. Finally, the synthesis
phrase takes the summary representation, and produces an
appropriate summary corresponding to user’s requirement.
Similarly, Moens et al. (2005) also divided the flow of text
summarization into preprocessing of the texts and hierar-
chical topic segmentation of a text (analysis phrase), sen-
tence compression (transformation phrase), detection of re-
dundant content (synthesis phrase). Their technology does
not rely on any training from dataset or summaries. How-

ever, it is aims at compacting text to its main content and
helps in filtering and selecting information [2].
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Figure 2: Page rendering in handheld device such
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Wireless access with mobile or handheld devices is a promis-
ing addition to the traditional world wide web (WWW) and
traditional electronic business. Mobile devices provide con-
venience and portable access to the huge information space
on the internet without requiring users to be stationary with
network connection. However, the limited size, narrow net-
work bandwidth, small memory capacity and low computing
power cause web pages confusing and troublesome to read
(Figure 2). Furthermore, hyperlinks in a web page is another
issue to be solved. That is, should hyperlinks be shown and
be active in the summaries if implemented in mobile devices
[3, 4].

According to Hahn and Mani (2000), there are four new
application areas are becoming increasingly important in
summarization including multiple languages, hybrid sources,
multiple documents and multimedia. In all four, summariz-
ers must be able to deal with a variety of document formats
such as visual appearance of web page and utilizing infor-
mation in the tags of web page [5]. However, the research on
summarization involved with multiple languages and hybrid
sources are still very new [6].

2. RELATED WORKS

Text summarization is the process takes a source text as
input, extracts the essence of the source, and presents a well
formed summary. This work study into a long tradition of
sentence extraction, starting in the late 1950’s with Luhn’s
classic work [7] and continuing forward [8]. Such techniques
consider the words in the sentences, look for words and
phrases [9, 10], consider even more focused features such as



sentence length and case of words [11], or compare patterns
of relationships between sentences [12]. Most of the methods
use statistics from the corpus itself to decide on the impor-
tance of sentences, and more leverage existing training sets
of summaries to learn properties of a summary [11, 13, 14].
Dias and Alves (2000) have proposed text summarization
based on word co-occurrences in topic segmentation system
[15] for dealing with reliability problem. However, many
summarization techniques need to calculate how frequently
a word occurs in the document collection, or how many doc-
uments in the collection have a given word. In most cases,
the web is their collection, but it is very hard to collect
statistics over the entire web and even possible, it is very
hard to hold the main memory for efficient summarization
[16].

Other work attempts to generate the summary directly,
either from a knowledge-based representation of the content
or from a statistical model of the text [13, 17]. Ocelot is a
system for summarizing web page using probabilistic models
to generates the main summary of a web page. The models
used are automatically obtained from a collection of human-
summarized web page [13]. Dorr et al. (2003) has proposed
Hedge Trimmer for headline generation of news [18]. Hatzi-
vassiloglou et al. (2001) have proposed SimFinder which
is a flexible clustering tool for summarization [19]. It orga-
nizes small pieces of text from one or multiple documents
into tight clusters.

On the other hand, some summarization efforts have been
focused on news stories or events [20]. Maybury’s work fo-
cused on events from simulations or application data [21]
rather than on events within news topics. Other work on
news summarization, including work that uses the topic de-
tection and tracking (TDT) corpora, focuses on single or
multi-document summarization of the stories, without at-
tempting to capture the changes over time. Note that most
multi-document summarization [22, 23, 24] systems have to
include time as a component of their system to consolidate
information across stories. For example, to decide which
statement is more updated.

Summarization techniques influence on a wide range of
natural language processing (NLP) and linguistic informa-
tion. Some focus primarily on methods that have been im-
plemented in information retrieval [25, 26], while most try
to leverage both information retrieval methods and some
aspects of NLP [27].

According to Shen et al. (2007), noise reduction of web
page through the summarization can increase the perfor-
mance of web page classification. Those related methods
used in summarization are adaption of Luhn’s summariza-
tion technique, latent semantic analysis (LSA), page-layout
analysis, graph-based summarization, supervised summa-
rization and ensemble of summarizers [28]. Buyukkokten
et al. (2001) have introduce five methods for summarizing
parts of web pages in handheld devices where the main idea
is to compute the word’s importance using term frequency
- inverse document frequency (TF-IDF) measures and se-
lect important sentences using Luhn’s classical method [16].
According to Litowski (2003), the XML-tagged documents
provide a useful basis for text summarization [29]. Topic
segmentation seems a useful first step in automatic summa-
rization [30]. Yeh et al. (2005) has proposed 2 methods
to address text summarization. The first is a trainable sum-
marizer, which considers several kinds of document features,

including position, positive keyword, negative keyword, cen-
trality, and the resemblance to the title for generating sum-
maries. The second uses latent semantic analysis (LSA) to
derive the semantic matrix of a document, and uses seman-
tic sentence representation to construct a semantic text re-
lationship map [1].

3. EVALUATION

Performance evaluation of text summarization is one of
the problems faced by researchers. Summary evaluation
methods attempt to identify how adequate, reliable and how
useful a summary is presented to its original content. Hu-
man judgements play an important role in text summariza-
tion. For example, ask a human peruse the summaries and
score their quality based upon some set of criteria [31, 32,
33]. BLEU, a method for automatic evaluation of machine
translation, has frequently been reported as correlating well
with human judgement [34, 35].

Generally, extrinsic evaluation and intrinsic evaluation are
two sorts of methods to evaluate the performance of text
summarization. The first os intrinsic (or normative) eval-
uation in which users judge the quality of summarization
by directly analyzing the summary. Users judge fluency,
how well the summary covers specify key ideas, or how it
compares to an ideal summary written by the author of the
source text or a human abstractor. None of these measures
are entirely satisfactory. The ideal summary, in particu-
lar, is hard to construct and rarely unique. Just as there
are many ways to describe an event or scene, user can pro-
duce many generic or user-focused extracts or abstracts that
they consider acceptable. Indeed, empirical evidence shows
that people rarely agree on which sentences or paragraphs a
summary should include. For example, intrinsic evaluation
is used by Lin and Hovy (2002) for manual and automatic
evaluation of summaries [36].

The second type of evaluation method is extrinsic. Users
judge a summary’s quality according to how it affects the
completion of some other task, such as how well it helps
them determine the source’s relevance to topics of interest
or how well they can answer certain questions relative to
the full source text. For example, the extrinsic evaluation is
used by the Shen et al. (2007) in the web page classification
with summarization [28, 6].

4. CONCLUSIONS

Our motivation for writing this paper has arisen out of
an existing need for text summarizers. In recent years, the
explosion of small devices like PDA has emerged the develop-
ment of text summarization of web pages. We have identified
problems for text summarization in several areas such as dy-
namic content of web pages, diverse summary definition of
text, and different benchmark of evaluation measurements.
Besides, we also found advantages of certain methods like
combination features has been proposed by Shen et al. [2§]
that increased the accuracy of web page classification.

In the future work, we plan to investigate machine learn-
ing techniques to incorporate additional features for the im-
provement of text summarization quality. The additional
features we are currently considering include linguistic fea-
tures such as discourse structure, lexical chains, semantic
features such as name entities,time, location information etc.
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